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It generalises to decomposition of a bipartite state:
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We have proven the following: for $\rho$-separable:

$$
\begin{equation*}
\forall x_{1}, \ldots, x_{n} \quad\left\|C_{x_{1}, \ldots, x_{n}}\right\|_{1} \leq \prod_{i} \sqrt{\frac{d_{i}-1+x_{i}^{2}}{d_{i}}} \tag{16}
\end{equation*}
$$

We find a family of witnesses corresponding to our criterion:

$$
\begin{equation*}
W_{O, x, y}=a_{x y} G_{0}^{A} \otimes G_{0}^{B}+x G_{0}^{A} \otimes\left(\sum_{\beta>0} O^{0 \beta} G_{\beta}^{B}\right)+y\left(\sum_{\beta>0} O^{\alpha 0} G_{\alpha}^{A}\right) \otimes G_{0}^{B}+\sum_{\alpha, \beta>0} O^{\alpha \beta} G_{\alpha}^{A} \otimes G_{\beta}^{B} \tag{17}
\end{equation*}
$$

where $a_{x y}=\left(\sqrt{d_{A}-1+x^{2}} \sqrt{d_{B}-1+y^{2}}+x y O^{00}\right) . \lim _{x, y \rightarrow \infty} O^{00}=-1$, otherwise $\lim ^{W_{O, x, y}} \sim I \otimes I$. We take:

$$
O=\left[\begin{array}{c|c}
-\sqrt{1-\eta^{2} / r^{2}} & \eta / r \mathbf{v}^{T}  \tag{18}\\
\hline \eta / r \mathbf{u} & \mathbf{O}
\end{array}\right]
$$

(up to $O\left(r^{2}\right)$ ), where $\mathbf{u}$ and $\mathbf{v}$ are unit vectors satisfying $\mathbf{u}=\mathbf{O v} / \sqrt{1-\eta^{2} / r^{2}} \xrightarrow{r \rightarrow \infty} \mathbf{O} \mathbf{v}$ and get the limit:

$$
\begin{align*}
W^{\infty} & =\frac{\left(d_{B}-1\right) \cot \theta+\left(d_{A}-1\right) \tan \theta+\eta^{2} \sin \theta \cos \theta}{2} \frac{I_{d_{A}}}{\sqrt{d_{A}}} \otimes \frac{I_{d_{B}}}{\sqrt{d_{B}}}+\eta \cos \theta \frac{I_{A}}{\sqrt{d_{A}}} \otimes \sum_{\beta>0} v^{\beta} G_{\beta}^{B} \\
& +\eta \sin \theta \sum_{\alpha>0}(\widetilde{O} v)^{\alpha} G_{\alpha}^{A} \otimes \frac{I_{B}}{\sqrt{d_{B}}}+\sum_{\alpha, \beta>0} \widetilde{O}^{\alpha \beta} G_{\alpha}^{A} \otimes G_{\beta}^{B} \tag{19}
\end{align*}
$$
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$$
\begin{equation*}
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Hence if the enhanced realignment criterion detects entanglement in $\rho$, then it is detected by a witness of a form $W^{\infty}$ as well, hence it is also detected by $W_{O, x, y}$ for large enough $x, y$.
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